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ABSTRACT

Sentiment analysis has become a key tool for several social me-
dia applications, including analysis of user’s opinions about prod-
ucts and services, support to politics during campaigns and even
for market trending. There are multiple existing sentiment anal-
ysis methods that explore different techniques, usually relying on
lexical resources or learning approaches. Despite the large interest
on this theme and amount of research efforts in the field, almost
all existing methods are designed to work with only English con-
tent. Most existing strategies in specific languages consist of adapt-
ing existing lexical resources, without presenting proper validations
and basic baseline comparisons. In this paper, we take a different
step into this field. We focus on evaluating existing efforts proposed
to do language specific sentiment analysis. To do it, we evaluated
twenty-one methods for sentence-level sentiment analysis proposed
for English, comparing them with two language-specific methods.
Based on nine language-specific datasets, we provide an extensive
quantitative analysis of existing multi-language approaches. Our
main result suggests that simply translating the input text on a spe-
cific language to English and then using one of the existing En-
glish methods can be better than the existing language specific ef-
forts evaluated. We also rank those implementations comparing
their prediction performance and identifying the methods that ac-
quired the best results using machine translation across different
languages. As a final contribution to the research community, we
release our codes and datasets. We hope our effort can help senti-
ment analysis to become English independent.
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Online Social Networks (OSNs) have been used by billion of users
worldwide, being the most popular Web application nowadays [25].
On those systems, users can discuss an enormous variety of sub-
jects, expressing their opinions, politic view, and even some sub-
jective concepts. Because of the massive popularity and quantity
of data shared on those systems, a variety of applications have
emerged, aiming at extracting opinions and inferring public sen-
timents.

In this context, sentiment analysis has become a popular tool for
data analysts, specially those that deal with social media data. It is
common to find public opinion and reviews of services, events, and
brands on social media. From the extracted data, sentiment analysis
techniques can infer how people feel about a specific target, which
is essential for companies aiming at focusing their investments on
incorporating those potential clients and creating a more specific
but also massive public marketing. Thus, sentiment analysis be-
came a hot topic in Web applications, with the high demand from
industry and academy, motivating the proposal of new methods to
deal with this subject.

Despite the large interest from industry and academy, some sub-
stantial effort has been focused on sentiment analysis solutions that
are English dependable, since this language is dominant in the Web
content [31]. However, the potential market for sentiment analysis
in different languages is vast. For example, suppose a mobile appli-
cation that simply uses sentiment analysis. To leverage the applica-
tion to multiple languages and several countries, one would require
dealing with sentiment analysis approaches on multiple languages
as well, which is currently quite limited. Some efforts even attempt
to develop techniques to analyse sentiments from other specific lan-
guages: Arabic [3], German [29], Portuguese [33], Russian [39],
among others. However, little is known about the performance pre-
diction, viability and real need of those methods. More important, a
different solution on each specific language is unfeasible for those
interested simple in using sentiment as part of a system or applica-
tion developed in multiple languages.

In this work, we investigate how a simple strategy can address the
problem of sentiment analysis in multiple languages. Particularly,
we analyse how the use of machine translation systems - such as
Google Translate' - can affect the performance of English Sen-
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timent Analysis methods in non-English datasets. Recent efforts
show that Google Translate has a good performance to European
languages but Asian languages are relatively poor [4]. We evaluate
the prediction performance of twenty one sentiment analysis meth-
ods recently evaluated in a benchmark study [30] - AFINN, Com-
bined, Emoticon Distant Supervisor, Emolex, Emoticons, Happi-
ness Index, LIWC, NRC Hashtag, OpinionFinder, OpinionLexi-
con, Panas-t, Pattern.en, SANN, SASA, SenticNet, Sentiment140
Lexicon, SentiStrength, SO-CAL, Stanford Recursive Deep Model,
SentiWordNet, Umigon and Vader - across nine different languages:

Portuguese, French, Spanish, Italian, Turkish, Russian, Arabic, Dutch

and German. According to Internet World Stats®, six of those lan-
guages appear among the top ten languages used on the Web and
represent 70% of the non-English content.

Despite the still large existent space for improvement in current
state-of-the-art sentiment analysis methods for English, as suggested
by a recent benchmark study [30], our findings suggest that ma-
chine translation systems are mature enough to produce reliably
translations to English that can be used for sentence-level sentiment
analysis and obtain lower, but still competitive prediction perfor-
mance results. Additionally, we show that some popular language-
specific methods do not have significant advantage over a machine

translation approach. Our results also identify, across multiple language-

specific datasets, the most suitable sentiment analysis methods de-
signed English that perform well with machine translation.

The rest of the paper is organized as follows. Section 2 describes
related work. In Section 3 we briefly present our methodology and
Section 4 covers results. Finally, Section 5 concludes the paper.

2. RELATED WORK

Most approaches for sentence-level sentiment analysis available to-
day were developed only for English and there are only a few ef-
forts that approach the problem considering other languages. Par-
ticularly, reference [6] investigates the problem of sentiment de-
tection in three different languages: French, German, and Spanish.
Their main focus is on evaluating how an automatic translation of
text would work to train sentiment analysis classifiers. Similarly,
Banea [7] shows a polarity classification approach, which inves-
tigates the consequence of automatic corpora generation to senti-
ment analysis of languages that do not have specific resources or
tools. Considering automatic translation to Romanian and Spanish,
they investigate the performance of polarity classification from a la-
beled English corpus. Although these efforts provide an important
contribution, they do not cover none of the unsupervised methods
evaluated in our work. They focused only on supervised machine
translation learning techniques.

A recent effort [20] proposes a set of seed words (adverbs) that are
expanded to train classifiers. The labeled dataset for training in
several languages was automatically built considering independent
language features, such as emoticons [31]. They conduct exper-
iments individually and combined analysis for English, German,
French and Portuguese, providing limited evaluations for specific
scenarios. In the same direction, Abdel-Hady et al. [1] propose an
unsupervised method to analyze polarity in Portuguese and Span-
ish, based on a language-specific resource (WordNet).

There several methods proposed to different languages including,
Arabic [3], Portuguese [33], German [29], and Russian [39]. Addi-
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tionally, SentiStrength [36], a known sentence-level method orig-
inally proposed and validated for English, has a version for a few
other languages. In common, the above efforts focus on adapting to
other language existing sentiment analysis methods and strategies
to train classifiers. Overall, they provide limited baseline compar-
isons and validations. More important, these efforts leave a number
of unanswered questions. First, to the best of our knowledge there
is no effort in the literature that investigates which of the exist-
ing efforts would be more appropriate for the use of text transla-
tion strategies. Second, it is unclear if currently available specific-
language strategies are able to surpass existing sentiment analysis
for English if we apply text translation to English. Thus, our effort
takes a different direction as it consists of providing an extensive
evaluation of English sentiment analysis methods applied to trans-
lated data from different languages.

3. METHODOLOGY

Our methodology to evaluate sentiment analysis in multiple lan-
guages involves three key elements. The first is a large set of senti-
ment analysis methods, designed for English, and commonly used
for the same task (i.e. identifying if a Web 2.0 piece of text is
positive or negative). To do that, we performed a large search in
the literature and contacted authors to gathered a set of the “state-
of-the-practice” sentiment analysis methods for English. Section
3.1 describes this effort. Second, we need to obtain a large set of
labeled datasets in different languages to use as the gold standard
data. We followed a similar approach of contacting several authors
and, in total, we obtained datasets in nine different languages, de-
scribed in Section 3.2. Finally, as a baseline for comparison we
use sentiment analysis systems and tools designed for non-English
text, described in Section 3.3. We call them native methods, as they
were originally designed for a native non-English language.

3.1 Sentiment Analysis Methods

The term sentiment analysis has been used to describe different
tasks and problems. For example, it is common to see sentiment
analysis to be used to describe efforts that attempt to extract opin-
ions from reviews [17], gauge the news polarity [28], as well as for
tasks that attempt to measure mood fluctuations [16]. We restrict
our focus on those efforts related to detecting the polarity (i.e., pos-
itivity or negativity) of a given text, which can be done with small
adaptations on a number of existing efforts [5, 14].

Sentiment analysis also varies according to the granularity of the
text, for example, document-level or sentence-level. Our focus re-
lies on the sentence-level methods as they have been widely used
in tasks related to analyzing social network data and user generated
text in Web 2.0 systems.

We also note that sentence-level sentiment analysis methods can
be supervised or unsupervised, which means that the former strat-
egy requires labeled training data and the last does not. Supervised
learning methods are usually very effective for sentiment analy-
sis [9], but requires labeled data. We focus our effort on evaluating
unsupervised efforts as they can be easily deployed in Web services
and applications without the need of human labeling or any other
intervention. Some of the methods have used machine learning to
build lexicon dictionaries or even to build models and tune specific
parameters. We incorporate as baseline those methods released as
tools by their authors and that can be used in an unsupervised way.

Our effort to identify a high number of sentiment analysis methods



consisted of a systematically search for them in the main confer-
ences in the field and then checking their citations and those pa-
pers that cited them. It is important to notice that some methods
are available for download on the Web, others were kindly shared
by their authors under request and a small part of them were re-
produced from a paper that describes the method. This usually
happened when authors shared only the lexical dictionaries they
created, letting the implementation of the method that use the lex-
ical resource to ourselves. Table 1 presents an overview of these
methods, the reference paper in which they were published and the
output format of each method. We colored as blue the outputs we
consider as positive and red as negative. Black outputs are consid-
ered as neutral. As summarized in Table 1, we slightly modified
some methods to adequate their output formats to the polarity de-
tection task. We plan to release all the codes used in this paper, ex-
cept for paid software like LIWC and SentiStrength, as an attempt
to allow reproducibility as well as allow other efforts to question
any sort of assumption and adaptation we needed to make in our
experiments.

Table 1: Overview of the sentence-level methods

Methods Output

Emoticons -1,1

Opinion Lexicon [17] -1,0,1

Happinnes Index [12] 1,2,3,4,5,6,7,8,9
LIWC [35] negEmo, posEmo
SenticNet [8] negative, positive
AFFIN [24] -1,0,1

SO-CAL [34] [<0), 0, (>0]
Emoticons DS [16] -1,1

NRC Hashtag [21] sadness, anger, fear, disgust, anticipation,
surprise, joy, trust

Emolex [22] negative, positive

Umigon [19] Negative, Neutral, Positive
Vader [18] -1,0,1
PANAS-t [15] fear, sadness, guilt, hostility, shyness, fa-

tigue, attentiveness, joviality, assurance,
serenity, surprise

<0.1, >0.1

Negative, Neutral, Unsure, Positive

very negative, negative, neutral, positive,
very positive

Negative, Neutral, Positive

Pattern.en [10]
SASA [37]
Stanford Rec. Deep Model [32]

Opinion Finder [38]

SentiWordNet [13] -1,0,1

SANN [26] neg, neu, pos
Sentiment140 [23] Negative, Neutral, Positive
SentiStrength [36] -1,0,1

3.2 Gold Standard Datasets

In this section, we present an overview of the datasets used in this
work. These datasets consist of eleven gold standard datasets of
short messages, which were labeled by humans as positive or neg-
ative according to their sentiment polarity.

These datasets consist of data in 9 different languages, besides two
sets of messages in English. Their content are from different con-
texts from Twitter and Website reviews. Smaller datasets contain
dozens of instances and some of them few thousands of posts.
Random tweets include data of different subjects and the review
datasets consist of labeled messages from costumers reviews about
different products and movies. To allow a fair comparison, we se-
lected messages in English from these two groups of data, Random
tweets and Reviews. Table 2 summarizes the relevant information
about these datasets’.

3The datasets used in this paper are public available at http://www.
dcc.ufmg.br/~fabricio.

Table 2: Gold standard labeled datasets

Dataset Description # #
Language Pos. Neg.
Arabic Tweets in Arabic [3] 1,000 1,000
Dutch Tweets in Dutch®* 88 63
French Tweets in French [31] 159 160
German Tweets in German [31] 143 95
Italian Tweets in Italian’ 820 | 1,422
Portuguese Tweets in Portuguese [31] 297 213
Russian Tweets in Russian® 1,145 1,188
Spanish Tweets in Spanish’ 683 350
English Twitter Tweets in English [18] 2,897 1,299
Turkish Reviews in Turkish [11] 5,600 2,800
English Reviews | Reviews in English [18] 2,128 1,482

3.3 Language-Specific Methods

Ideally, we would like to compare the use of machine translation
using all the methods designed for English described in Section
3.1 with a large number of methods proposed for some specific
language. We contacted authors of some identified efforts asking
for datasets and their methods. While we succeeded in obtaining
a large number of datasets, most of these methods are not avail-
able even under request to authors, making reproducibility almost
impossible in most of the cases. We were able to assess a Multi-
language version of Sentistrength (ML-Sentistrength), available in
Dutch, French, German, Italian, Portuguese, Spanish, and Turk-
ish. Our second baseline is a commercial sentiment analysis API
namely Semantria (SMTR)®, which provides results in French, Ger-
man, Italian, Portuguese and Spanish. We used the trial version of
the Microsoft Excel Plugin available on their website.

4. EXPERIMENTAL RESULTS

This section presents our experimental results. First we describe
the evaluation metrics used along the rest of the paper.

4.1 Evaluation Metrics

The metrics used to evaluate the methods were based on precision
and recall to obtain the F1 per class (positive and negative). F'1
measure is the harmonic mean between both precision and recall.
As some of our datasets are unbalanced we use Macro-F1 instead of
accuracy to summarize the overall prediction performance of each
method in each dataset. Macro-F1 values are computed by first cal-
culating F1 values for each class in isolation, as exemplified above
for negative, and then averaging over all classes. Thus, Macro-F1
considers equally important the effectiveness in each class, inde-
pendently of the relative size of the class.

Coverage is the fraction of messages that a method is able to clas-
sify as either positive or negative in a given dataset. Ideally, polarity
detection methods should retain high coverage to avoid bias in the
results, due to the unidentified messages. For instance, suppose
that a sentiment method has classified only 10% of a given set of
tweets. The remaining 90% consisting of unidentified tweets may
completely change the result, that is, whether the context drawn
from tweets should be positive or negative. Therefore, having high
coverage in data is essential in analyzing Web data.

As we have a large number of methods and datasets to compare,
we consider a metric proposed in [27], called Winning Number.
This measure assess the most competitive methods among a se-
ries of candidates, given a large series of predefined tasks they
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have to perform. That is, the Winning Number of a method ¢ in
the context of a performance measure M, is given as S;(M) =
25:1 Ziil 1az,(j)> M, () Where j is the dataset index (5 datasets
that all methods can be evaluated) , ¢ and k are the methods’ index
(23 methods), M;(j) is the performance of the i — th method on
J — th dataset in terms of measure M, and 17, (;j)>n, (5) iS the
indicator function:

. 1 i Mi(h) > Mi(j),
M;(H>Mr(G) — Y 0 otherwise.

Thus, the larger S;(M) is, the better the ¢ — th method performs
compared to the others. The results of Winning Number of Cover-
age and Macro-F1 are shown in Table 4.

4.2 English vs. Non-English

We begin by comparing the performance of all methods for English
and all non-English datasets. Figure 1 compares the Macro-F1 re-
sults of the execution all methods between each language to an En-
glish reference. The bottom of the bar corresponds to the minimum
value, then the first quartile, the square inside the bar represents the
median, then the third quartile and the top of the bar corresponds to
the maximum value.

As can be observed from these results, the overall Macro-F1 for
random tweets (blue) datasets in different languages mostly appear
between 0.6 and 0.8 including English. All highest performances
are above 0.8 and lowest performances on each language are close
to 0.4. For Dutch, we have a very low minimum result due to lack
of emoticons. Moreover, we have the results for product reviews
(yellow). Although they differ from tweets performance, Turkish
follows the English performance, where the lowest Macro-F1 are
close to 0.3 and the first quartile are close to 0.5, although English
has a better performance above the first quartile. An exception is
Arabic, where the difference in the median result compared to En-
glish is 0.375. We believe this is related to the morphological rich-
ness of Arabic [2], i.e., a significant amount of information con-
cerning syntactic units and relations is expressed at the word-level
and this could be difficult to machine translation. We also note the
high difference on the performance of the methods on datasets of
tweets and product reviews, suggesting that the methods we con-
sider in this paper are mostly appropriated to the informal text of
tweets.

Overall, these results suggest that machine translation leads to a
lower prediction performance in comparison with English, but it
also suggests that machine translation can be a competitive strategy
if the suitable sentiment analysis method is chosen for the task.
Next, we detail the performance of each method across all datasets.
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Figure 1: Macro-F1 across languages

4.3 Overall Prediction Performance

Next, we compare the results among the 21 English sentiment anal-
ysis methods in 9 translated non-English datasets. We also compare
results with two language-specific commercial approaches presented
in Section 3.3.

Table 4.3 presents the performance of F1 per class as well as Macro-
F1 and Coverage of these methods. As our first observation, we
identify a strong variation on the prediction performances of some
methods for each different languages. For example, the LIWC ob-
tained a Macro-F1 of 0.88 for the translated French dataset, which
is much better than the 0.52 obtained for the Spanish dataset. We
can also note that emoticons showed to be a good method for de-
tecting positive and negative messages when the input data has an
emoticon. However, it considers most of the instances as neutral,
leading to a bad performance in terms of coverage for most of the
datasets. Thus, one needs to consider the tradeoff between coverage
and Macro-F1 to select the appropriate method for multilanguage
sentiment analysis based on machine translation. We note that
some methods obtain consistent results for Macro-F1 still keeping
high values of coverage across multiple languages, such as Sen-
tiStrengh, Umigon, SO-CAL, and Vader, although Vader presented
quite low coverage values for Turkish and the English datasets.
This suggests that these methods might be the most reliable ones
for machine translation in the languages analyzed.

Finally, we noted by the analysis of the F'1 scores that most meth-
ods are more accurate in correctly classifying positive than negative
text, suggesting that methods can lead to bias in their analysis to-
wards positivity.

4.4 Language-Specific Methods

When we look at the two commercial language-specific tools, ML
sentistrength and Semantria, we can note that ML sentistrength has
the 2th best Macro-F1 for Germany behind only emoticons (which
has the worst coverage), but it showed a very low Macro-F1 for
Turkish data (0.47), appearing only in the /9¢h position in the rank-
ing for that dataset. In Dutch, ML sentistrength has a poor per-
formance (0.58) in comparison to its original English Sentistrength
implementation, which is the best method with 0.97 for the English
dataset of tweets. This same situation repeats along the results,
suggesting that the original Sentistrength is better with machine-
translated text than the language-specific sentistrength. Overall,
this suggests that machine translation across the methods and datasets
we evaluate in our effort could become a baseline for comparison
of any novel language specific method. Overall, Semantria was
able to analyze 51% of the data and has 0.82 of Macro-F1, that is,
in average, 0.09 below the best method of each dataset. Although
Semantria is not the best method in any dataset, it has a persistent
position among the top methods.

4.5 Ranking Methods

Finally, Table 4 presents the Winning Points, considering results of
French, Germany, Italian, Portuguese and Spanish datasets, which
are the languages in which all methods could be evaluated. From
this analysis, we obtain a general rank of the performance of the
methods. As we can see, Sentistrength has the highest rank po-
sition for Macro-F1, even better than language-specific methods.
In the other hand, it is the 20tk one in terms of coverage. The
language-specific methods do not present the best results, although
Semantria has the 3¢tk and Multi-Language Sentistrength the 6th
position, very close to Umigon(4th) and SO-CAL(5th). Finally, we



Table 3: Prediction performance for all methods across all datasets.

highlight the trade-off between Coverage and Macro-F1 exposed by
Emoticons DS, which is the worst method in Macro-F1 but the best
in Coverage, such trade-off can also be verified for Emoticons and
Sentistrength methods. SO-CAL, Umigon, and Vader are methods
that are able to perform well in terms of Macro-F1 and Coverage in
most of the datasets.

S. CONCLUSION

Sentiment analysis is emerging as a key tool for social media anal-
ysis. As most of the existing sentiment analysis methods were de-
signed to English, it is crucial to develop new technologies able to
leverage sentiment analysis to a wide number of other languages.
In this work, we provide an extensive evaluation of machine trans-

Arabic Dutch French Germany
Method Fl(+) FI(-) Macro-F1 Cov Fl(+) F1(-) Macro-F1 Cov Fl(+) F1(-) Macro-F1 Cov F1(+) F1(-) Macro-F1 Cov
AFINN 0.65 0.11 0.38 0.56 0.86 0.78 0.82 0.58 0.85 0.77 0.81 0.54 0.87 0.70 0.79 0.50
Emolex 0.61 031 0.46 0.53 0.79 0.71 0.75 0.63 0.70 0.75 0.73 0.55 0.76 0.67 0.71 049
Emoticons 0.67 0.00 033 0.00 0.00 0.00 0.00 0.00 0.96 0.80 0.88 0.09 0.97 091 0.94 0.20
Emoticons DS 0.67 0.00 0.33 0.99 0.74 0.00 0.37 1.00 0.67 0.03 0.35 0.98 0.75 0.04 0.40 0.99
Happinnes Index 0.66 0.07 0.36 0.67 0.78 0.48 0.63 0.72 0.76 0.56 0.66 0.58 0.80 0.45 0.63 0.58
LIWC 0.64 0.15 0.40 0.58 0.90 0.78 0.84 0.68 0.90 0.85 0.88 0.63 0.89 0.73 0.81 0.59
NRC Hashtag 0.57 0.40 0.49 0.82 0.49 0.72 0.61 0.68 0.56 0.76 0.66 0.73 0.65 0.74 0.70 0.72
Opinion Finder 0.60 0.33 0.47 0.36 0.87 0.87 0.87 0.46 0.77 0.76 0.76 045 0.79 0.72 0.76 0.41
Opinion Lexicon 0.63 0.22 0.43 0.48 0.85 0.78 0.81 0.58 0.80 0.78 0.79 0.56 0.90 0.78 0.84 0.49
PANAS-t 0.55 0.44 0.49 0.03 0.71 0.76 0.73 0.13 0.96 0.97 0.96 0.08 0.78 0.67 0.72 0.08
Pattern.en 0.64 0.19 042 0.52 0.89 0.81 0.85 0.72 0.84 0.77 0.81 0.72 0.88 0.73 0.81 0.79
SANN 0.63 0.24 043 0.50 0.77 0.69 0.73 0.50 0.81 0.74 0.78 0.53 0.82 0.72 0.77 0.46
SASA 0.58 0.39 048 0.61 0.74 048 0.61 0.57 0.71 0.51 0.61 0.60 0.74 0.55 0.64 0.61
SenticNet 0.65 0.10 0.38 0.90 0.77 0.49 0.63 091 0.76 0.61 0.69 0.92 0.81 0.58 0.70 0.89
Sentiment140 0.60 0.33 0.47 0.91 0.73 0.63 0.68 0.99 0.74 0.73 0.73 0.96 0.76 0.72 0.74 0.98
SentiStrength 0.63 0.22 0.43 0.26 0.98 0.98 0.98 0.32 0.95 0.95 0.95 0.34 0.93 0.86 0.89 0.27
SentiWordNet 0.63 0.23 0.43 0.84 0.72 0.52 0.62 091 0.76 0.65 0.70 0.86 0.73 0.57 0.65 0.89
SO-CAL 0.62 0.26 0.44 0.61 0.83 0.75 0.79 0.77 0.84 0.83 0.84 0.69 0.86 0.76 0.81 0.65
Stanford Deep Mode 0.58 0.39 0.48 0.66 0.51 0.70 0.61 091 0.56 0.74 0.65 0.86 0.69 0.68 0.68 0.84
Umigon 0.62 0.29 0.45 0.43 0.82 0.78 0.80 0.70 0.87 0.85 0.86 0.64 0.90 0.82 0.86 0.69
Vader 0.65 0.15 0.40 0.81 0.86 0.77 0.82 0.85 0.86 0.81 0.83 0.82 0.86 0.72 0.79 0.80
ML SentiStrength - - - - 0.67 0.50 0.58 0.03 0.86 0.76 0.81 0.09 0.90 093 0.92 0.15
Semantria - - - - - - - - 0.85 0.85 0.85 0.60 0.92 0.83 0.88 043
Italian Portuguese Russian Spanish
Method FI(+)  FI() _ Macro-FI Cov Fi+)  FI() Macro-F1 Cov Fi+)  FI() Macro-F1 Cov Fi(+) FI() _ Macro-FI Cov
AFINN 0.70 0.72 0.71 0.56 0.86 0.79 0.82 0.51 0.70 0.67 0.68 047 0.90 0.78 0.84 0.58
Emolex 0.54 0.78 0.66 0.64 0.66 0.69 0.68 0.53 0.54 0.69 0.61 0.54 0.72 0.63 0.68 0.59
Emoticons 0.88 0.67 0.77 0.04 0.93 0.86 0.90 0.06 091 0.67 0.79 0.07 0.94 0.50 0.72 0.07
Emoticons DS 0.54 0.01 0.28 0.99 0.74 0.00 0.37 0.98 0.66 0.02 0.34 0.97 0.80 0.02 0.41 0.99
Happinnes Index 0.62 0.50 0.56 0.50 0.80 0.54 0.67 0.57 0.67 0.43 0.55 0.56 0.84 0.48 0.66 0.57
LIWC 0.60 0.59 0.60 0.61 0.79 0.65 0.72 0.61 0.66 0.62 0.64 0.55 0.73 0.30 0.52 0.63
NRC Hashtag 0.46 0.78 0.62 0.82 0.50 0.66 0.58 0.65 0.39 0.71 0.55 0.82 0.55 0.60 0.57 0.69
Opinion Finder 0.68 0.77 0.73 0.40 0.77 0.78 0.77 0.42 0.63 0.71 0.67 0.40 0.84 0.75 0.80 0.39
Opinion Lexicon 0.69 0.75 0.72 0.50 0.84 0.79 0.81 0.44 0.69 0.71 0.70 0.44 0.88 0.77 0.82 0.52
PANAS-t 0.67 0.75 071 0.05 0.77 0.72 0.74 0.08 0.64 0.73 0.69 0.08 091 0.76 0.84 0.05
Pattern.en 0.68 0.62 0.65 0.64 0.86 0.74 0.80 0.72 0.74 0.64 0.69 0.65 0.89 0.62 0.76 0.68
SANN 0.65 0.65 0.65 0.46 0.82 0.75 0.78 0.46 0.70 0.64 0.67 0.50 0.89 0.72 0.81 0.44
SASA 0.56 0.54 0.55 0.62 0.77 0.61 0.69 0.58 0.56 0.63 0.60 0.61 0.78 0.36 0.57 0.52
SenticNet 0.58 0.45 0.51 0.94 0.78 0.54 0.66 091 0.66 0.46 0.56 0.88 0.82 0.46 0.64 0.93
Sentiment140 0.57 0.67 0.62 0.97 0.75 0.68 0.71 0.96 0.58 0.64 0.61 0.98 0.81 0.65 0.73 0.98
SentiStrength 0.84 0.88 0.86 0.26 0.94 091 0.93 031 0.80 0.85 0.83 0.24 0.95 0.90 0.93 0.29
SentiWordNet 0.59 0.59 0.59 0.89 0.76 0.59 0.67 0.89 0.63 0.53 0.58 0.88 0.80 0.57 0.69 091
SO-CAL 0.70 0.78 0.74 0.67 0.85 0.81 0.83 0.66 0.70 0.74 0.72 0.60 0.89 0.80 0.85 0.70
Stanford Deep Mode 0.46 0.81 0.64 0.89 0.51 0.67 0.59 0.86 0.45 0.72 0.58 0.85 0.46 0.59 0.53 091
Umigon 0.76 0.79 0.78 0.53 0.87 0.82 0.84 0.56 0.75 0.77 0.76 0.54 0.90 0.71 0.80 0.52
Vader 0.70 0.73 0.72 0.80 0.87 0.80 0.83 0.79 0.73 071 0.72 0.75 0.90 0.79 0.84 0.82
ML SentiStrength 0.63 0.67 0.65 0.02 0.95 0.83 0.89 0.05 - - - - 0.86 0.79 0.82 0.07
Semantria 0.67 0.69 0.68 0.46 0.87 0.82 0.85 0.56 - - - - 0.90 0.84 0.87 0.54
Turkish English Twitter English Reviews

Method FI(+) FI(- _ Macro-FI Cov FI(+) FI( _ Macro-FI Cov FI(+)  FI() _ Macro-FI Cov

AFINN 0.69 0.32 051 0.82 093 0.93 0.93 0.64 0.82 0.57 0.69 0.49

Emolex 0.59 0.59 0.59 0.89 0.75 0.82 0.78 0.57 0.54 0.55 0.55 0.61

Emoticons 0.84 0.20 0.52 0.01 0.99 0.98 0.98 0.12 0.00 0.67 033 0.00

Emoticons DS 0.67 0.00 0.33 1.00 0.70 0.16 0.43 0.95 0.75 0.02 0.38 0.97

Happinnes Index 0.66 0.13 0.40 0.93 0.77 0.68 0.72 0.60 0.78 0.25 0.52 0.47

LIWC 0.69 0.33 0.51 0.83 0.82 0.53 0.68 1.00 0.68 0.30 0.49 0.97

NRC Hashtag 0.39 0.69 0.54 0.52 0.62 0.79 0.70 0.70 0.48 0.65 0.56 0.69

Opinion Finder 0.58 0.57 0.58 0.83 0.81 0.88 0.84 0.44 0.73 0.60 0.67 0.37

Opinion Lexicon 0.70 0.40 0.55 0.83 0.88 0.89 0.89 0.55 0.82 0.61 0.72 0.55

PANAS-t 0.68 0.50 0.59 0.12 091 091 091 0.10 091 0.47 0.69 0.03

Pattern.en 0.70 0.34 0.52 0.97 0.88 0.87 0.88 0.68 0.81 0.55 0.68 0.70

SANN 0.68 0.44 0.56 0.85 0.83 0.84 0.83 0.51 0.80 0.52 0.66 0.44

SASA 0.63 043 0.53 0.74 0.70 0.68 0.69 0.59 0.70 0.49 0.59 0.66

SenticNet 0.66 0.11 0.39 0.99 0.80 0.72 0.76 0.87 0.75 0.32 0.54 091

Sentiment140 0.66 0.50 0.58 1.00 0.76 0.76 0.76 0.95 0.61 0.60 0.61 0.99

SentiStrength 0.78 0.40 0.59 0.39 0.97 0.98 0.97 0.35 0.94 0.79 0.87 0.20

SentiWordNet 0.66 0.36 0.51 1.00 0.60 0.67 0.64 0.92 0.69 0.47 0.58 0.92

SO-CAL 0.70 0.53 0.62 0.95 0.88 0.90 0.89 0.67 0.83 0.70 0.76 0.72

Stanford Deep Mode 0.51 0.68 0.59 0.94 0.65 0.79 0.72 0.87 0.68 0.69 0.69 0.80

Umigon 0.58 0.61 0.60 0.87 0.89 091 0.90 0.67 0.76 0.67 0.71 0.51

Vader 0.80 0.22 051 0.01 0.98 0.97 0.98 0.26 091 0.76 0.84 0.07

ML SentiStrength 0.70 0.24 0.47 0.02 - - - - - - - -

Semantria - - - - - - - - - - - -

lation for sentiment analysis, considering 21 English sentence-level
methods across datasets in 9 different languages. We also compare
those evaluations with 2 popular commercial language-specific ap-
proaches. As a result, Sentistrength showed to be the most accurate
method for the task of detecting sentiments using machine transla-
tion. However, we also identify SO-CAL, Umigon, and Vader as
methods that are able to perform well in different datasets, consid-
ering Macro-F1 and Coverage.

Our findings suggest that machine translation leads to a lower pre-
diction performance for non-English data in comparison with text
in English, but it also suggests that machine translation can be a
competitive strategy if the suitable sentiment analysis method is
properly chosen. Additionally, we show that two popular language-
specific methods do not have a significant advantage over a ma-



Table 4: Winning Numbers

Method Macro-F1 | Method Coverage
SentiStrength 107 Emoticons DS 110
Emoticons 92 Sentiment140 105
Semantria 89 SenticNet 100
Umigon 87 SentiWordNet 94
SO-CAL 87 Stanford Deep Mode 91
ML. SentiStrength 82 Vader 84
Vader 76 NRC Hashtag 77
PANAS-t 74 Pattern.en 74
Opinion Lexicon 74 SO-CAL 73
AFINN 73 LIWC 60
Opinion Finder 61 Umigon 52
Pattern.en 59 SASA 52
SANN 57 Emolex 48
LIWC 50 Happinnes Index 47
Sentiment140 40 AFINN 43
Emolex 40 Semantria 41
SentiWordNet 25 Opinion Lexicon 37
NRC Hashtag 20 SANN 27
SenticNet 19 Opinion Finder 20
Happinnes Index 19 SentiStrength 15
Stanford Deep Mode 18 Emoticons 7
SASA 16 PANAS-t 4
Emoticons DS 0 ML. SentiStrength 4

chine translation approach. For example, even the original sen-
tistrength with machine-translated text showed to be better than the
language-specific one. Given the simplicity that the strategy that
machine translation offers, one may prefer to deploy it at some cost
on the prediction performance instead of developing a solution on
each specific language.

As a final contribution, we note that obtaining labeled datasets
in different languages and implement a high number of sentiment
analysis methods is a very labor task. We plan to release to the sci-
entific community all the methods codes and labeled datasets used
in this paper hoping that it can help sentiment analysis to become
English independent. We hope that machine translation across the
methods and datasets we evaluate in our effort could become a
baseline for comparison of any novel language specific method.
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